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Bridging CQA with KBs

= Community Question Answering (CQA) = Knowledge Bases (KBs)

= Quora, Zhihu, Stack Overflow, ... = Wikipedia, Wikidata, Freebase, ...

= Posting questions = Composed of entities and relations

= Seeking answers from other users = Entity with unique identifier
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New task: CQA Entity Linking

m Definition
Linking textual entity mentions detected from CQA

texts with their corresponding named entities in a KB CQA texts
= CQA texts pose special Challenges How did Roogsevelt think of de Gaulle, and why?
Concise and short | N |
Informal 3
= Informative auxiliary data \ KB
Parallel answers \x --------------------- .
Two types of meta-data /"’/Franklin Delano Roosevelt
v Topictags ACL’15[1] _ Theodore Rooseve‘l'_c_‘_ :
v Users WWW’19 [2] ~ T -

[1] Learning continuous word embedding with metadata for question retrieval in community question answering. Zhou et al. ACL’15.
[2] What we vote for? answer selection from user expertise view in community question answering. Lyu et al. WWW’19.
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CQAEL via Leveraging Auxiliary data

/7 Community Queston AnsweringEntiyLinking

Topic tag: World War I CQA TEth SR, Knowledge Base
q;: Would the U.S. still entered Zl @ futue
| World War Il if Japan hadn't | q What will come true in the future? {/V ____________________
bombed Pearl Harbor? ( ui. Ekin Gegikligiin 1 Paral IEI anS e ;s ) Tl
- v African Gender Institute p T
q,: Were German soldiers in al . is sufficiently explored would beIArtlflmaI General Intelligence. Ilt can remove 5 S Tl
WW2 actually "Nazis"? that reqmrement by creating appropriate DL models for a given requirement by itself, : ‘:_..' Artificial General Intelllgence “..\
therefore minimizing or totally removing all human effort for any given task ... A Tl
() M - —i AIEJandro Gonzalez Ifarritu
: (Uz) Michael Gold - : . .
:) az Ithmk AGI vwll be achneved Ep—— ,,---—-::: ------------
Y @ FH e i « e o e e b e e T
. e Y
. z . : : :
q,: Why couldn't Lebron James q How dldwt ink of de Gaulle, and why? t\ Theodore Roosevelt '_,,-"'
pass Michael Jordan for being (uy) Philippe Prigent e R ;
the GOAT in the NBA? (1. Maybe Roosevelt hated de Gaulle so much because the POTUS was wrong about  : | = ____________
g,: How will you rate these .....the French leader from the very beginning. | ... : e i s
record tr?a‘.r:j;gr:]{n f:ot;:all ; 7, P @ _— .-~ Michael Jordan (basketball player)
E:g::fgcmd ;?gl:?ntg,e estan Cb} | q: Which people are truly changing the world? _ _]_ - Michael I Jordan .-
P ./-_‘\I p——— — - — E \_\‘ . I —’..—_‘_—
= [ anevarin ] 3._UUSEF MEta-0ata .., MichaelB. Jordan __.
(14 : ... Michael Jordan has some of the most clutch moments in history. He has ... \ 4
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New dataset: QuoraEL

m CQA platform & Knowledge Base
Quora
Wikipedia

= Two-stage annotation

First: Stanford CoreNLP package
Second: Human annotators

m Statistics

Conclusion

# Total CQA texts 504
# Total entity mentions 8030
# Total answers 2192
# Total topic tags 1165
# Average entity mentions per CQA text 15.93
# Average answers per CQA text 4.35
# Average topic tags per CQA text 2.31
# Max questions per topic tag 10
# Max questions per user 20
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The proposed framework

= Base module
- Mention context & Entity

description
. XLNet [1] [ scm(m, E) J {P(ﬂlmﬂ [ Saux_p("’w Eﬂ [ suux_t(ml E)} [ Sm:x_u(m! E)}
= Auxiliary data module — —
Classifier Classifier

- Entity description & Different
Kinds of auxiliary data
- Longformer [2]

m Combination
. FFNN

Context Encoder Auxiliary Data Encoder

DESCRIPTION  TEXT!I TEXT 2 TEXTN

CONTEXT DESCRIPTION

[1] XInet: Generalized autoregressive pretraining for language understanding. Yang et al. NeurIPS’19.
[2] Longformer: The long-document transformer. Beltagy et al. arXiv’20.
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Experiments
Accuracy (%)
Models Total A
Models Base Setting | Aux Setting Bose Module 29,37 -
Deep-ED (2017) R2 56 Q2 Q97 + Parallel answers 91.55 +2.18
Ment-Norm (2018) 82.99 83.19 i f;’b‘fr gigg +é ﬁg
, opic . +L.
ﬁ%h]ljeégz%] %) 3313 g?g; + User, Parallel answers 91.61 +2.24
( ) ' | + Topic, User 91.89 +2.52
EEISP?IEE(Z%%{)D zg-gg gg'gg + Topic, Parallel answers 91.76  +2.39
GENRE (2021) 86.26 87.06 Full Module 0202 +2.65
Deep-ED [Ganea and Hofmann, 2017]  82.56 -
Base Module (ours) 89.37 - Our Aviliary Data Modul 2216 +5.60
Full Module (ours) : 92.02 T ur Auiiary Zala odule ' .
Zeshel [Logeswaran ef al., 2019] 88.72 =
+ Our Auxiliary Data Module 91.49 +2.77

Table 1: Effectiveness performance.

Table 2: Ablation performance.
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Conclusion

m A new task

m A new dataset

= A novel framework
= Leveraging auxiliary data effectively

m A thorough experimental study
= Outperform state-of-the-art baselines



Thanks for your watching!

More questions please email yuhanli@mail.nankai.edu.cn
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